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Schedule

9:05 - 9:15 Matthew Schwartz, Professor of Physics, Harvard
Introduction

9:15 - 9:45 Lina Necib, Assistant Professor of Theoretical Astrophysics, MIT
(Machine) Learning the Genealogy of the Milky Way

9:45—10:15 Na Li (“Lina”), Winokur Family Professor of Electrical Engineering and Applied Mathematics, Harvard
Closing the Loop: From Data to Action in Complex Systems

10:15 —10:30: break

10:30 — 11:00: Carlos Arguelles Delgado, Assistant Professor of Physics, Harvard
Using Machine Learning to Unveil the Invisible Universe

11:00 — 11:45: Panel discussion and Q & A
The future of Machine Learning in the Physical sciences
Matthew Schwartz (moderator), Lina Necib, Na Li, Carlos Arguelles Delgado


https://space.mit.edu/people/necib-lina/
https://nali.seas.harvard.edu/
https://scholar.harvard.edu/arguelles?mc_cid=b8268702d6&mc_eid=UNIQID
mailto:carguelles@g.harvard.edu

Why Al in the physical sciences?

1. Huge amounts of data
2. Important problems

3. Applications to fundamental science
and technology

4. Al is able to solve problems
people can’t




Share of Total Publishing on Artificial Intelligence
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Physical sciences is a growth area for ML

Share of papers involving Al by field
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Fig. 5. Artificial intelligence publishing in research domains.
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Can Al compete with humans?

Size of Al models (Large Language <odels)
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Synapses/parameters

Machine vs. Biological intelligence

Biological intelligence grows by a factor of 2 in one million years
Machine intelligence grows by a factor of 10 in 1 year

MDS, Nature reviews physics (2022)
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Both Al and biological intelligence grow exponentially
Factor of 10° difference in exponent
Intersection, when machines and biology have comparable "intellegence” is 2023



Exponential growth finds a way

Moore’s law: computation power/time
ars

Moore’s Law: The number of transistors on microchips doubles every two
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NSF Institute for Artificial Intelligence and
Fundamental Interactions (IAlFI)




NSF Institute for Artificial Intelligence and
Fundamental Interactions (IAlFI)

@ You \ /

What are fundamental interactions (one sentence answer, please)?

"“ ) V
M_l o

Fundamental interactions, also known as fundamental forces, are the four basic forces

5) ChatGPT

in the universe: gravitational, electromagnetic, strong nuclear, and weak nuclear, each

governing different aspects of particle interactions and the structure of matter.




Many Scientists involved

Senior Investigators: 19 Physicists + 8 Al Experts + 17 IAIFI Affiliates
Junior Investigators: =31 FTE PhD Students, =7 |IAIFI Fellows in steady state

et < owsmirore EEEEEE Carlos Arglelles- Cecilia Garraffo

Ning Bao Shuchin Aeron
Pulkit Agrawal Phiala Shanahan Delgado Cengiz Pehlevan_ James Halverson Abiy Tasiss?
Lisa Barsotti Tracy Slatyer Demba Ba Ar.tan Sheshr.nanl Brgnt Nelson Taritree Wongjirad
lsaac Chuang Tess Smidt Edo Berger Haim Sompolinsky Fabian Ruehle
William Detmold Marin Soljacic Mike Douglas  HiSRUEESEMNEARES
Bill Freeman Washington Taylor Cc?ra D.vorkln. Ashley V”la_r
Philip Harris Max Tegmark Daniel E_lsens.teln SusanneT Yelin
Erik Katsavounidis Jesse Thaler Doug Finkbeiner Todd Zickler A A
Lina Necib Mark Vogelsberger ;ZmHuzzgn
Alexander Rakhlin Mike Williams Critical mass of Al + Physics Tyler Maunu
Dan Roberts expertise in the Boston area




JAIFI Research Domains

Large-Scale

QFT & String Dark Matter
Structure

Theory Searches

Nuclear/Particle
Physics

Theoretical Physics Astrophysics

Using Al techniques to
understand the universe on

cosmological scales

Leveraging Al to understand the
theoretical underpinning
of fundamental physics

Quantum Many-Body Physics Galaxy Formation
lceCub Representation
Large Hadron l\(l:e tu' © Learning Robust/
Collider eutrino Interpretable Al
~ Observatory

Experimental Physics Foundational Al

Enhancing the operations and _ Infusing physics principles
analysis of flagship NSF ENVIRONMENT into Al to create state-of-the-
experiments through Al Reinforcement Learning art Al innovations

LIGO Gravitational Waves



Get involved in IAIFI!

Come to Friday “IAIFI Afternoons”!
2:00-3:00 pm ET
Kolker Room (26-414) and Zoom

Follow
IAIFI

Join our Mailing List
http://mailman.mit.edu/mailman/listinfo/iaifi-news

Follow on Twitter (X)
@iaifi_news

Follow on LinkedIn
https://www.linkedin.com/company/iaifi/

Have your group members

sign up to be “Friends of |IAIFI”:
https://iaifi.org/junior-researchers.html

Upcoming Colloquia

Xiaoliang Qi

Professor of Physics, Stanford University

Friday, December 8, 2023

Laurence Perreault Levasseur
Assistant Professor, Université de Montréal

Friday, February 9, 2024

Soledad Villar

Assistant Professor, John Hopkins University

Friday, March 8, 2024

Jennifer Ngadiuba
Associate Scientist, Fermilab

Friday, April 12, 2024

Upcoming Seminars

Susanne Yelin
Professor in Residence, Harvard

Friday, February 2, 2024

Michael S Albergo
PhD Candidate, New York University

Friday, February 23, 2024

" Alexander Gagliano
| IAIFI Fellow

Friday, March 22, 2024

bs Gaia Grosso
IAIFI Fellow

d Friday, April 26, 2024



https://sitp.stanford.edu/people/xiaoliang-qi
http://mailman.mit.edu/mailman/listinfo/iaifi-news
http://twitter.com/iaifi_news
https://www.linkedin.com/company/iaifi/
https://iaifi.org/junior-researchers.html

Al INSTITUTE INDYNAMIC SYSTEMS
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Al INSTITUTE INDYNAMIC SYSTEMS

@ You

What are dynamic systems (one sentence answer, please)?

ChatGPT

Dynamic systems are mathematical models that describe how the state of a system

evolves over time due to interactions within the system and with its environment.
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Conclusions
 Data Science in the Physical Sciences is growing fast
 Boston Area has a large concentration of talent

* There are an enormous number of interesting problems
* Require expertise in science and data science

Welcome to the workshop!



