Matthew Schwartz
Statistical Mechanics, Spring 2025

Lecture 7: Ensembles

1 Introduction

In statistical mechanics, we study the possible microstates of a system. We never know exactly
which microstate the system is in. Nor do we care. We are interested only in the behavior of a
system based on the possible microstates it could be, that share some macroscopic property (like
volume V', energy F, or number of particles N). The possible microstates a system could be in
are known as the ensemble of states for a system. There are different kinds of ensembles.

So far, we have been counting microstates with a fixed number of particles N and a fixed total
energy E. We defined 2 as the total number microstates for a system. That is

UE,V,N)= Y 1 (1)
microstates k
with same N,V E
Then S = kgln() is the entropy, and all other thermodynamic quantities follow from S. For
an isolated system with N fixed and F fixed the ensemble is known as the microcanonical
ensemble. In the microcanonical ensemble, the temperature is a derived quantity, with %:
So far, we have only been using the microcanonical ensemble.
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For example, a gas of identical monatomic particles has Q(FE, V, N) ~ %VNEEN. From this
we computed the entropy S = kpln{2 which at large N reduces to the Sackur-Tetrode formula.

The temperature is % = g—z: = %%
observed that the number of states for which the energy of one degree of freedom is fixed to ¢; is
Q(E — ;). Thus the probability of such a state is P;= % ~e~%/k8T This is the Boltzmann
distribution.

Within the context of the microcanonical ensemble, we also derived the Boltzmann distribution
using the principle of maximum entropy. This approach is very general. It uses nothing about the
system other than that the total number of degrees of freedom N is large and the total energy is
E. To use the maximum entropy principle we counted the number of ways that N particles could
be allocated into groups of size n; with energies €;, so that > n; =N and > n;; = E. We found
that in the most probable allocation of particles to groups, the probability of finding a particle
with energy &; was

so that F = %N kgT. Also in the microcanonical ensemble we

P= et (2)
_ Be, 1
where Z =3¢ Pei and ﬁ:m.

Sometimes we don’t know the total energy, but we know the temperature. This situation is in
fact much more common than knowing the energy. For example, in the room you are in, what is
the total energy of the air molecules? I bet you don’t have a clue. But I bet you have a good idea
of what the temperature is.

When we fix temperature instead of energy, we have to allow the energy to fluctuate. For
example, think of two systems in thermal contact. The thermal contact allows energy to flow in
and out of each system, so energy of each system is not fixed. We call a set of microstates with IV,
V and T fixed but variable E the canonical ensemble. In the canonical ensemble, the primary
object is not the number of states () or the entropy S but rather the partition function

2B)= Y e ®)
microstates k
with same N,V
In the partition function, energies of the microstates summed over can vary. Thus the left-hand
side, Z(f3), cannot depend on energy. Instead, it depends on temperature. Once Z is known, it is
straightforward to compute the average energy (E) and other thermodynamic quantities, as we
will see.
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In both the microcanonical and canonical ensembles, we fix the volume. We could instead let
the volume vary and sum over possible volumes. Allowing the volume to vary gives the Gibbs
ensemble. In the Gibbs ensemble, the partition function depends on pressure rather than volume,
just as the canonical ensemble depended on temperature rather than energy.

In the microcanonical, canonical, and Gibbs ensembles, the number of particles N in the system
is fixed. In some situations, we want the number of particles to vary. For example, chemical
reactions change the number of each molecule type. So in chemistry we can’t fix V. Instead we
fix something called the chemical potential, u. Chemical potential is like a pressure for particle
number. Chemical potential is a very important concept, but very difficult to grasp, so we will
spend a lot of time understanding it in this lecture and beyond.

When N can vary we use the grand canonical ensemble. The main object of interest in
the grand canonical ensemble is the grand partition function

z_ Z e~ BEkpBuNk (4)

microstatesk
withsameV

The grand canonical ensemble is used in chemistry, quantum statistical mechanics, and much of
condensed matter physics.

2 Canonical ensemble

In the microcanonical ensemble, we calculated properties of its system by counting the number of

microstates at fixed energy. Then, for example, temperature is a derived quantity, k'%, = B;JQ. I

the canonical ensemble, we fix the temperature T, and the (average) energy becomes the derived
quantity.

In order to fix the temperature, it is a useful conceptual trick to imagine our system of interest
in thermal contact with a heat reservoir. This means the system and heat reservoir can exchange
energy through heat, but no work can be done by the system on the reservoir or vice versa. The
point of the reservoir is to make concrete the idea of fixing the temperature and letting the energy
fluctuate.
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Figure 1. When a system is in thermal contact with a heat reservoir, its temperature is fixed. Its energy
fluctuates around its average value.

We do not allow particles to go from the system to the reservoir, only energy. The number of
particles in the system can be small — we can have a single atom even — it won’t matter. This is
important because the canonical ensemble will allow us to discuss systems with a limited number
of quantum states, in contrast to the microcanonical ensemble where we really did need to expand
at large N to make progress. Although the system can be small, the reservoir must be large, so
that it has much much more energy than the system. But this is not a constraint, just a conceptual
trick, since the reservoir does not actually need to exist. As we will see, the actual computation
of the partition function for the canonical ensemble does not involve the reservoir at all.
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We would like to know what is the probability of finding the system in a fixed microstate k
with energy Fj? To be clear: every momentum and position of every particle in k is fixed.

Since the system + reservoir is a closed system, the total energy of the system + reservoir is
fixed at Eiot. Once we have fixed the microstate k of the system, the total number of states is
determined only by properties of the reservoir. More precisely, the probability of finding the system
in microstate k is proportional to the number of ways of configuring the system + reservoir with
the system in microstate k. Since the total energy is fixed, this number is the same as the number
of ways of configuring the reservoir with energy Fies = Fiot — Fi:

Pk = Pres(Eres) =C x Qres(Eres) =C'x Q1res(E‘tot - Ek) (5)

for some constant C. Qyes(Eres) is the number of microstates of the reservoir with energy FEies.
Now let us use the fact that Fy < Eles & Eiot, which comes from our assumption of a heat
reservoir. We can then expand the logarithm of the number of reservoir states around Fj=0:

Oln$es(E)
e res\ )

anres(Etot - Ek) == anres(Etot) —-FE OF + - (6)
E=Eio,
OnQes(E) _ 5 1 . e
Next we can use that —p = J6] =47 in equilibrium?!, so
anres(Etot - Ek) = anres(Etot) - ﬁEk (7)
Exponentiating both sides gives
Qres(Etot - Ek) = Qres(Etot)e_BEk (8)
Then by Eq. (5) we have
Py=e=5P (9)

1
C X Qres(Etot)
but by the shortcut that the probabilities sum to 1, > P, =1.

The formula for Py we found in Eq (9) is the Boltzmann distribution. Note how much quicker the
derivation of the Boltzmann distribution is in the canonical ensemble than in the microcanonical
ensemble. In the microcanonical ensemble, we had to count all the states, take the logarithm,
expand at large N, express E in terms of T, expand for small € and simplify. Alternatively, we could
use the maximum entropy principle, which still required us to split NV particles into m groups, work
out the combinatoric factors, take N large, insert Lagrange multipliers, then maximize entropy. In
the canonical ensemble, we just hook the system up to a reservoir then “bam!” out pops Boltzmann.

The constant Z is called the partition function. Using Y P, =1, we find

Z= > e (10)

microstates k

for some constant Z = . In the canonical ensemble, we will compute Z not using Qyes

where we sum over all microstates k. Often many microstates have the same energy. We denote
the number of states with energy E by gg, called the degeneracy. Then

Z= Z gpe PP (11)
energies E

If the energies are continuous then the degeneracy becomes a function and we can write
Z:/g(E)dEe_ﬁE (12)
where g(F) is called the density of states: g(E)dE gives the number of states with energies

between F and E + dFE. The set of energies of a system along with the density of states is called
the spectrum of a theory.

1. This requires taking the thermodynamic limit (large N) for the reservoir. We do not have to take large N
for the system since we are purposefully avoiding ever using ys.
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The partition function is an amazingly powerful object. If we know it exactly, we can calculate
any thermodynamic property of the system. For example,

Z EkPk_—Z Erpe PEr = — [ agz e_ﬁE’“} = —;gg (13)

0lnZ
9
Thus, knowing the partition function, we can get the expected value for the energy of the system
by simply differentiating.

How do we extract the entropy from the partition function? Using the Gibbs formula for
entropy, we find

== —k‘BZ Pkln Pk == —k‘BZ

We notice the sum in Eq. (13) as the first term on the right . The second term also simplifies using
that Z =3 e P Fr and kBﬂ:%. Therefore

So

(B)=— (14)

eﬁk eﬁEk

) (15)

Sz%—i—kBan (16)
We also write this as
F=—kgTlwZ=(E)-TS (17)

where F' is the free energy. Calling the (log of the) partition function the free energy suggests
that it has a physical interpretation, which it does. However, we can’t do everything all at once.
We'll study free energy in Lecture 8. In this lecture, we will not attempt to interpret Z itself but
rather calculate it and use it to derive thermodynamic properties.

An important point about the canonical ensemble is that we use it to derive results about the
system only, independent of how it is kept at finite temperature. The partition function is a sum
over microstates of the system. Py is the probability of finding the system in microstate & when
it is in equilibrium at a temperature T no matter what it is in contact with. We need it to be in
contact with something to exchange energy and keep it at finite temperature, but the details of
those surroundings are totally irrelevant (except for the temperature). You can see this directly
since the surroundings do not appear in the definition of Z.

One reason the canonical ensemble is very important is because it usually easier to compute
than the microcanonical ensemble. While the microcanonical ensemble requires a constrained
sum (constrained to only include microstates k with Ey = E), the sum in the canonical ensemble
is unconstrained. As we saw in Section 6 of Lecture 4 a constrained system can be viewed as an
unconstrained system with a Lagrange multiplier. We replace In Q(FE) which is constrained at

energy F, with In Z(3)=1nQ — 8(F) (i.e. Eq. (16)), with § the Lagrange multiplier. Then setting
OnZ — EB _
=
ensemble is powerful because of the power of Lagrange multipliers.

Note that we write (E) for the expected value of energy, rather than E since (E) is calculated
rather than fixed from the beginning. The thing (E) which we compute in Eq. (14) is a function
of 3, so (E) is a derived quantity rather than one fixed from the start. In a real system connected
to a heat bath, the temperature would be fixed, but the energy could fluctuate in time around
(E) as little bits of energy flow in and out of the heat bath. The canonical ensemble of states
is a much bigger set than the microcanonical ensemble — any possible state with any possible
energy is included. If the actual system is isolated so its energy does not fluctuate, then we can
simply impose the constraint (E) = E (equivalently, we impose the Lagrange-multiplier partial
derivative condition). This takes us from an unconstrained canonical-ensemble system to a con-
strained microcanonical-ensemble system. In fact, this is mostly how we will use the canonical
ensemble, to compute equilibrium properties of an isolated system. In such cases, we use (F') and
E interchangeably, and we can use the extra constraint (E') = F to solve for a relation between T
and E. The same relation between E and T can be derived from the microcanonical ensemble or
from the canonical ensemble (as we will check when we can).

(E') — E =0 enforces the Lagrange multiplier constraint. So, in a sense the canonical
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3 Example 1: monatomic ideal gas

For an ideal monatomic gas with positions ¢ and momenta p, the energy depends only on momenta
E= Z] 2m’

d3N d3N
2~ [ Gt e 52 e

Here Ap and Agq are the size of phase space regions that we consider minimal. Classical mechanics
gives no indication of what we should take for Agq and Ap, and no results that we derive will
depend on our choices. As mentioned before, in quantum mechanics, we know to set AqAp =h
(see Lecture 10) so let’s take this value. Also, recall that for entropy to be extrinsic, we have to
count any state in which the same positions and momenta are occupied as the same state. Thus
we need to divide the integration by N! for identical particles. This gives

1 d3N d3N
Z:m/—hgzv 52 (19)
The ¢ integrals trivially give a factor of V. The p integrals are the product of 3N Gaussian
integrals. Each one gives
0 p?
/ dpe Pom = 2mm (20)
—oo p

So that

() )

Mostly we are interested in this at large N, where N!—e NN gives
3
V Y/ 2rm \2N
Z monatomic gas — eN(N_h3) <T ) (22)

Once we have Z it is easy to compute the (average) energy:

6 2798\ B

For an isolated system, we then set (E') = E. This is then in agreement with the result from the

<E>:_w:_§]\f aln<2ﬂ-—m>=%]\ﬂ€BT (23)

equipartition theorem (the 3 kinetic degrees of freedom each get %kBT of energy per molecule on
average).

Note that this analysis of the ideal gas in the canonical ensemble was a much easier way to
compute the average energy than in the microcanonical ensemble, where we had to look at the
surface area of a 3N-dimensional sphere.

3.1 Heat capacity and entropy

Recall that the heat capacity Cy is the amount of heat required to change the temperature at
constant volume: Cy = (£> = (B—E) . Recalling that =-L_ we have
1% v ksT

AT or
Co_OE) _9(EY93 1 [ dmz]_ 1 9%z (20)
V=TT T o8 oT kpl20B| 0B | kgT? 0B

This equation lets us compute the heat capacity directly from the partition function.
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Let’s check for the monatomic ideal gas. Using Eq. (22) we find that

1 I I

in agreement with our previous results.?

Plugging the partition function for the monatomic ideal gas, Eq. (22) into Eq. (16) for the
entropy, we get

3 N VY 2mm \2Y
which reduces to:
S = Nkp| Ve + Stnp2mm kpT) + 2 (29)
Nh3 2 2

Substituting T’ :ﬁE this gives back the Sackur-Tetrode equation that we computed with the

microcanonical ensemble.

4 Example 2: vibrational modes

Let’s work out the canonical ensemble for another system, the vibrational modes of a diatomic
molecule. For a diatomic molecule, motion along the axis of the molecule is governed by a potential

V(x). The equilibrium position zq is where the force vanishes: F = —V’(xp) = 0. Expanding the
potential near its minimum (the equilibrium position), V(z) =V (zo) +%(x —x0)2V"(z0) + -+ we see
that for small deviations from equilibrium, the potential is quadratic. Thus for small displacements

it is going to be well modeled by a simple harmonic oscillator with spring constant k = V"' ().
The oscillation frequency is w = %
I assume you studied the quantum mechanics of a simple harmonic oscillator in your QM course.
The oscillator has Hamiltonian
2
p 1 2.2
H=2_ -

T + Fmw (30)

The energy eigenstates are

1 mw \1/4 —’"2“’1'2 mw

where H,(z) = (—1)"ezz%(e_zz) are the Hermite polynomials. You can check that

oo 15 5

2. It’s interesting to write the calculation another way. Note that

o | 0OlnZ o1 _ 1 (07 _ 1 _
53~ | =3 7 B = )X BT - g me " (20)

107 _

using that —Zo5 = (E) we see that this is —(E2). Thus,

Cy =

1 9 omZ] (E? —(E)?
kpT? BB{_ B }* (27)

kpT?

In other words, the heat capacity is given by the RMS energy fluctuations. This tells us that how a system changes
when heated can be determined from properties of the system in equilibrium (the RMS energy fluctuations). In
other words, to measure the heat capacity, we do not ever have to actually heat up the system. Instead, we can let
the system heat up itself through thermal fluctuations away from the mean. This is a special case of a very general
and powerful result in statistical physics known as the fluctuation dissipation theorem. Another example was
our computation of how the drag coefficient in a viscous fluid related to the fluctuations determined by random
walks (Brownian motion): if you drag something, the energy dissipates in the same way that statistical fluctuations
dissipate.
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where

EnhuJ(nJr%), n=0,1,2, - (33)

So a harmonic oscillator at rest has energy Ey= %hw Each successive mode has hw more energy
than the previous mode.

Note that for the simple harmonic oscillator, there is only one degree of freedom, so N =1. If
we fix the energy F, then we know the exact state of the system, 2 =1. Thus the microcanonical
ensemble is not much use: it doesn’t let us answer any questions we would like to ask. For example,
we want to know what the typical energy in a vibrational mode is at fixed temperature? If we fix
the energy ahead of time, we obviously can’t answer this question.

So let us work in the canonical ensemble and compute the partition function for the system.
We need to evaluate

o
_B
Zvib:Z e PBn=e¢ sz e*”mw:—1 (34)
" b 2sinh( Sho )
where sinh(x) = %(e“ — e~ %) is the hyperbolic sine function. In the last step, we have performed
the sum over n using Y 2 z" = 1ix with 2 = e~ A" and simplified.?

With the exact partition function known, we can start computing things. The energy is

(E) 3glﬁz%coth<§hw)hw<ﬁ+%) (35)

(Feel free to use Mathematica or similar software to do these sums and take derivatives.) Comparing
to Eq. (33) we see that the average excitation number is

0.6
0.5

0.4

1 203
(n)=—z—= Vo2
ek‘BT -1 0.1
0.0(——

00 02 04 06 08 1.0

kaTi(hw) (36)

For kgT < hw, (n) =0 and only the ground state is occupied; from (35), the energy flatlines at its
zero point: Eozéhw. At higher temperatures, the (E) and (n) grow linearly with the temperature.
The heat capacity is

1.0 A —
0.8
hw 30-6
OF hw \2 e BT © 04
Cyv=——=k =
V=ar B(kBT) (1 7%)2 0.2
0.0f; . . . .
0.0 05 1.0 15 2.0
kT
hw (37)

Note that heat capacity is very small until the first energy state can be excited, then it grows
linearly.

B
3. More explicitly, we define z = e~ 8" 5o that e "#"% = g™ and eI = vz. Then Zyy, = \/EE;L“LO " =
VT o 1 1 1 -

-z L_z @ "B 2sinh(Zhe)
—= VT o3 g 2sinh(Shw)
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For Hs, the vibrational mode has 7y, =4342cm ™! corresponding to Tyip = Ck}j: :Z_U;: 6300 K.

So at low energies, the vibrational mode cannot be excited which is why the heat capacity for
hydrogen is Cy = %N kgT rather than %N kgT. We discussed this in Lecture 4, but now we have
explained it and can make more precise quantitative predictions of how the heat capacity changes
with temperature. Including the kinetic contribution, and a factor of N for the IV molecules that
can be excited in the vibration mode we see

Tyib
CV§NkB+NkB< Tb> = “Tuib\2 . [ (38)
(1—6 T ) o
2.0

0 2000 4000 6000 8000 10000
T

This shows how the heat capacity goes up as the vibrational mode starts to be excitable. Note that
although the temperature for the vibrational mode is 6300 K, the vibrational mode starts to be
excited well below that temperature. The dots are data. We see good agreement! Can you figure
out why the heat capacity dies off at low temperature? What do you think explains the small offset
of the data from the theory prediction in the plot? We’ll eventually produce a calculation in even
better agreement with the data, but we need to incorporate quantum indistinguishability to get it
right, as we will learn starting in Lecture 10.

We can also compute the partition function for a gas including both kinetic and vibrational
motion. Since each momentum and each vibrational excitation is independent for the IV particles,
we have

. ﬂ N

1| [d3qd® (Lt En
Z m[/%z € (2m ) = Zmonatomic gas X (Zvib)N (39)

n

This is a very general result: the partition function of a system with multiple independent modes

of excitation is the product of the partition functions for the separate excitations. This follows

simply from the fact that the total energy is the sum of each excitation energy and the exponential

of a sum is the product of the exponentials.

5 Gibbs ensemble

In the microcanonical ensemble, we computed the number of states at a given energy Q(V, N, F)
and used it to derive the entropy S(V, N, E) = kglnQ(V, N, E). In the canonical ensemble, we
computed the partition function by summing over Boltzmann factors, Z(N,V,3)=3%", e PEr In
both cases we have been holding V and N fixed. Now we want to try varying V.

First, let’s quickly recall from Section 2 of Lecture 4 why the temperature is the same in any two
systems in thermal equilibrium. The quickest way to see this is to recall that entropy is extensive,
so a system with energy F1 = F and another with energy Es = Fi, — E has total entropy

S12(Eiot, ) = S1(E) + S2(Eior — E) (40)

Then the state with maximum entropy is the one where

_ 0S1(E) | 052(Eiwot— E)  0S1(Eh) 0S2(E») 1 1
0= + = - == (41)
OF OF OE\ |p—p OE> \py—p,...e 1 T
where the %&f) notation means evaluate the partial derivative at the point x =xy. The minus
r=To
sign in the second term comes from using the chain rule 652(%;’; i) ?9]?32 858212152) = 76582](352) with

FEo=FE;,. — E. This is how we showed that 1_95

=35 is the same in the two systems in Lecture 4.
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Now let’s consider an ensemble that lets V' vary. This is sometimes called the Gibbs ensemble.
In the Gibbs ensemble you have two systems in equilibrium that can exchange energy and volume.
Exchanging volume just means we have a moveable partition in between them. So the total volume
is conserved

Freely moving partition

Heat/energy flows through

Figure 2. An ensemble where volume is allowed to vary
Now we just apply the same formal argument as in Eqs. (40) and (41): the entropy is the sum of
the entropy of the two sides, and the total volume is fixed: Vi + Vo = V;ot. This implies that
S12(Esot, Viot, £, V) = S1(E, V) + S2(Eiot — £, Vit — V) (42)

And so maximizing entropy, by demanding both the partial derivative with respect to £ and the

one with respect to V' vanish give that the temperature %: 2—; is the same on both sides (from
the E derivative) and that

_ 0812(Erot, Viet, £, V) _ 051(E, V1)
ov o

 0(E, Va) P P

0 052, Va) b P
Vi—v Mo Nymviov 1 T

(43)

In the last step we have defined P by (%)E:]—TD. The T is added for convenience (so that P will

be pressure, as opposed to pressure x temperature). What Eq. (43) shows is that this quantity P
is the same for any two systems in equilibrium.

To show that P is the same as what we ordinarily call pressure, all we have to do is compute
95 in some sample system, such as a monatomic ideal gas. Using the entropy of a monatomic ideal

oV
gas in the canonical ensemble, Eq. (29), we find

oS 0 vV 3 dmmE 5 Nk P
— | ===NkplIn—=+4+-In| ——=" | += | =—~== 44
<av>E av kB[nN+2n<3Nh2>+2} VT (44)
This explains why we defined P as (Z_‘S/>E :I—TD rather than say (Z_‘S;')E =P
To summarize, we have established that (g—i)E is the same for any two systems in equilibrium.
We also already know that %: (%)V is the same for any two systems in equilibrium. We conclude

that the quantity T' (g—i,)E N is the same for any two systems in equilibrium, and give this quantity
the name pressure: ’

PET@_‘S/)E (45)

There is a unique value for pressure among systems in equilibrium. This is of course consistent
with the familiar observation that two gases will equilibrate with equal pressure, since a pressure
difference would cause the partition to move. But this way of deriving it, we never had to talk
about gas molecules or forces. Using Eq. (45) you can compute the pressure for a solid or photon
gas or Bose-Einstein condensate or whatever. For example, one of the important applications of Eq.
(45) is the degeneracy pressure of a system of identical fermions. Degeneracy pressure is present
even at T'=0 and is responsible for keeping solids and neutron stars from collapsing. Degeneracy
pressure will be studied in lectures 10, 13 and 15.
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Note that Eq. (45) works for S computed any way you like it, as S =kgln(2 in the microcanonical
ensemble or S :<iT> + kpln Z in the canonical ensemble. The entropy is the entropy, however you

compute it, and the pressure is the pressure.
Now let us consider the total derivative of S(E,V):

aS oS 1 P
ds<a_E)dE+<W>dVTdE+Tdv (46)
or
dE=TdS — PdV (47)

This equation is none other than
AE=Q-W (48)

The change in energy is the heat Q =Td.S absorbed minus the work done by changing volume.

You might still be asking, how do we know that the quantity “P” really is “pressure”? Well, we
showed that it is for a monatomic ideal gas. And everything in equilibrium has the same “pressure”
(P :% so if the pressures aren’t equal there’s a net force, things change, and it’s not equilibrium)
and the same “P”. Thus, by the law of syllogism, it must be “P”= “pressure” for any system. It’s
the same argument about how we know that T is “temperature”.

The Gibbs ensemble is usually just considered a variation on the canonical ensemble. You could
in principle try to define a partition function for this ensemble by summing Zgg="3_ e #P:=APVi
but then you’d have to be able to compute the volume Vj for a microstate. I don’t know of any
examples where this is done. The point of the Gibbs ensemble is that thinking of volume varying

between systems gives a nice general way to think about pressure, as conjugate to volume and
oS
v

analogous to temperature. This leads to the relation P = T(
the conventional definition P = %. This relation is exact. Although we derived it using the Gibbs

)E. This is a generalization of

ensemble, it holds independent of how .S is computed or whether the system is isolated.

6 Grand canonical ensemble

Now let’s consider systems where the number of particles is not fixed. A basic example for this is
from chemistry: in a chemical reaction, the number of each molecule species is not conserved. For
example, when iron rusts the reaction is

3Fe +4HO — Fe3O4 + 4 Ho (49)

Although the number of each type of atom is conserved, the number of each type of molecule is
not. Other examples where number is not conserved are the photons that come off of a hot object
(blackbody radiation) or radioactive decay, such as n — p* + e~.An ensemble where the total
number N of things defining each system (HoO or Hy molecules) can change, but there are one
or more conserved quantities (number of hydrogen or oxygen atoms) among systems, is called the
grand canonical ensemble.

Consider first the case where two systems have a single conserved quantity. For example,
system 1 might be H2O molecules and system 2 might be Hy molecules. Just like how maximizing
entropy in the Gibbs ensemble implied equal pressures, the result of maximizing entropy in the
grand canonical ensemble implies

0S1(E,V,N) _ 0S2(E,V,N)

aN aN (50)
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for any two systems in equilibrium that can share constituents of V. As with pressure, we rescale
by some convention (multiply by —T in this case) and give the derivative a name

v=-1(5%),., o

This quantity is called the chemical potential. In equilibrium, the chemical potential of any
two systems that can exchange particles is the same (11 = pi2). The minus sign is a convention. It
makes the chemical potential negative in most circumstances.

A useful way to think about chemical potential is as a pressure for number density. For example,
suppose you have an atom that has two states, a ground state 0 and an excited state 1. In
equilibrium, there will be some concentrations (no) and (n1) of the two states, and the two chemical
potentials p1 and pe will be equal. Since the excited states have more energy, in equilibrium we
would have (n;) < (ng). Say we then add to the system some more atoms in the ground state.
This would push more atoms into the excited state to restore equilibrium. This pushing is due to
the “number density pressure” of the chemical potential. Adding to ng pushes up o, so o £ 1
anymore; the number densities then change until equilibrium is restored.

While there is only one kind of temperature there are lots of chemical potentials: one for every
thing we count in our ensemble. The more general formula is

asl(E,V,Nl,NQ,"')fﬁ,LLl 8S1(E,V,N1,N2,"') H2

0N, T ON; T (52)

If Eq. (49), we would have 4 types of molecules (Fe ,H20, Fes04 4 Hs) so there 4 N’s and 4
corresponding p’s. The 3 conserved quantities (H,0,Fe) then give 3 linear constraints among those
chemical potentials. An explicit example is given below (see Eq. (84) below).

You should not think of the chemical potential as being connected to the grand canonical
ensemble in any essential way. The chemical potential is property of the system, like pressure or
temperature, relevant no matter what statistical system we use to perform the calculation. To see
how chemical potential is embedded in the microcanonical ensemble, recall our microcanonical
maximum entropy calculation, where we imposed ¥n; = N and ) n;e; = E as constraints. Then
we maximized entropy by maximizing

S m
mo=ho= szl filn fi—a(d> " ni—=N)=p(>_ ne;—E) (53)
Since B;E,Q = (3, we identified this Lagrange multiplier 8 with the usual g = %T Since 8(;1\? =«
we can now identify p = —akpT as the chemical potential. Thus given ) in the microcanonical
ensemble, we compute the chemical potential as
OlnQ(E,V,N) asS
= — T = — T ieteh St S R = — < 4
kst kot (SEGERL) —r(5%) o

in agreement with Eq. (51).
As in Eq. (47) we can now consider the total derivative of energy, letting £,V and N all vary:

[0S dS dS 1 P n
dS<8_E>dE+<W)dv+<aTv)dNTdE+TdV FAN (55)
That is,
dE=TdS — PdV + udN (56)

This implies that
OF
(%), 0

So the chemical potential represents the change in energy when a particle is added at constant V'
and S. This is almost intuitive. Unfortunately the constant-S constraint makes Eq. (57) hard to
interpret. Don’t worry though, we’ll come up with better ways to understand p in Section 7.
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6.1 Grand partition function

As in Section 2 let us now hook a small system up to a reservoir to derive the Boltzmann factor.
This time the reservoir should have large energy and large particle number, and both energy and
particle number can flow between the system and reservoir. As before, think about picking one
microstate k of the system with energy E} and i particles. Once Ej and Ny are fixed, the total
number of microstates is determined only by the states in the reservoir. Eq. (7) becomes

anres(Etot — B, Nyot — Nk) = anres(Etota Ntot) — BEL+ BﬂNk (58)

where Eq. (54) was used. This leads to a Boltzmann factor

Py :%e—ﬁEHﬁuNk (59)
where
Z(V, B, )= e Pt (60)
k

is called the grand partition function.
The grand partition function lets us calculate the expected number of particles

1 110Z 10InZ
_—E N.P, :_E ' Nye~BBut Bule — _ 1
k kLk Z k k€ 3Z0 - 3 9 (6 )

We can also calculate the usual things the partition function lets us calculate, such as the average
energy. Taking a derivative with respect to 3 we get

102

TG =30 (B e BN = () () (62
so that
OnZ  pdnZ
Ey=—"F"—+4+°% 63
(B)= -T2 + L0 (63)

Particle number and chemical potential are conjugate, like pressure and volume. If you know N
for a system then you can calculate p by . This is like how if you know the energy for a system,

you can calculate temperature from %: 35 If you know the chemical potential instead of IV, then
1 0lnZ
you can compute average number by (N) =5 on

not the energy, you can compute the average energy form (E) = —

. This is like how if you know temperature and
Oln Z
8
Finally, let’s compute the entropy, in analogy to Eq. (16). We start with Eq. (15), which goes
through to the grand canonical ensemble with Z — Z and SE — S(E — uN):

e~ BEr+BuNk

S= kBZ ————|B(Er — uNi) +1n Z] (64)
:%7 N%MBM (65)

Thus,
—kgTInZ=(E)—-TS — u(N) (66)

This will be a useful relation.

7 Chemical potential

One of the most important uses of chemical potential is for phase transitions. In Lecture 9, we”ll
see that different phases of matter are characterized by different chemical potentials so that phase
boundaries are where the chemical potentials are equal. Unfortunately, we don’t have analytical
forms for the chemical potential in most real systems, like liquids. So in order to understand phase
transitions and other sophisticated uses of chemical potential, we first need to build up some
intuition from simple solvable examples.
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Remember, p is independent of which ensemble we use to we calculate it. Although it is a
natural object for the grand canonical ensemble, we will work in this section in the microcanonical
ensemble since it is somewhat more intuitive. (We’ll come back to the grand canonical ensemble and
the grand partition function in the next lecture and use it a lot in quantum statistical mechanics.)

7.1 Ideal gas

For a monatomic gas, using the Sackur-Tetrode equation, we find

oS 0 vV 3 4TmE 5
= _T<aTV>E?V_ ‘TaTv{N’“B[ 1“N+51n< SN )*5]} (67)
V 3 4rmE

Note that the % has dropped out. Using E :%N kpT for this gas, we can write this relation in an
abbreviated form

h? 3/2 5
where n = ‘—J\; is the number density and
S (70)

vV 2mm k'BT

is called the thermal de Broglie wavelength or just thermal wavelength.
Recall that the de Broglie wavelength is A :%, with p the momentum. Since the momenta of

particles in a gas vary according to the Maxwell-Boltzmann distribution, they have a variety of
different de Broglie wavelengths. The thermal wavelength is the wavelength of a typical particle

in a thermal system, more precisely, one with momentum p=+v/2mmkgT = , /%ﬁprms with pyms the

RMS momentum of a gas a temperature 7. The de Broglie wavelength is measure of the length

scale at which quantum effects become important. If a gas at temperature T is more dense than

1 particle per thermal de Broglie wavelength-cubed, n > %, then quantum statistical mechanics

must be used. We will make this correspondence precise in Lecture 10.

To get a feel for typical numbers, consider air at room temperature. The molar mass of air is

29.0mi01 and density is p= 1.27%. So )\:ﬁ: 1.87 x 10~ 11m while n=(3.35 x 10~%m) 3.
mmy,kB

In other words, the typical distance between atoms in air is d =3.3nm and the thermal wavelength

is much smaller, A = 0.02nm. So in air n\*> = 1.7 x 1077 < 1. This means that yu = kgT In n)\3 =

—0.39¢eV. Note that the chemical potential of air is negative. Since = kgT In n)3, the chemical

potential will always be negative in regions where n < % and classical statistical mechanics applies.
Solving Eq. (69) for n gives

_ 1 Iz
n= Fexp<m> (71)

This says that the number density is related exponentially to the chemical potential. Thus if we
double the number of particles, n — 2n, the chemical potential goes up by p— 4+ 1In 2. As the
system gets denser and denser, the chemical potential rises towards 0. When the chemical potential
is negative, the gas is not too crowded and can considered dilute, with interparticle interactions
ignored (as in a classical ideal gas).

To get additional intuition for chemical potential, suppose you have a system with a concentra-
tion gradient. Then the part with more particles will be at higher chemical potential and the part
with lower gradient at lower chemical potential, according to Eq. (71). This is why it is called a
potential — it is like potential energy, but for particle number. Number density then flows down
the chemical potential until equilibrium is established.
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Figure 3. Chemical potential is higher in more dense regions. It is like potential energy for particle number.
Particles move from high to low p, until the p’s are all equal.

7.2 Ground-state energy

There is not a unique way to define the ground state energy; it depends on what we include. For
example, we could include chemical bond energy in the ground-state energy, or the rest mass
mec?, or the gravitational potential energy relative to the surface of the earth mgh or relative to
the center of the earth G@, and so on. There is always going to be some arbitrariness in the
definition of energy. However, once we define the ground-state energy for one thing, we can talk
without ambiguity about the ground-state energy of everything.

So let’s say that we have established a convention and the ground state energy for a molecule
is €. To be concrete, think of of ¢ as the chemical-bond energy of the molecule. Then there is a
contribution Ne to the total energy of the N molecules. For a monatomic gas, the total energy is
offset from the kinetic energy: E = Fii, + Ne. The ground state energy doesn’t affect the number
of states, so the functional form of entropy S(FExin) = kplnf2 is the same with or without the offset;
either way, it counts the number of ways a total amount of kinetic energy is distributed among
the momenta of the gas molecules. Since we want to write entropy a function of the total energy,
we should the substitute Fy;, = F — Ne. Then, in the microcanonical ensemble we have

_ V 3, (4nm (E — Ne) 5

Of course, if there is just one type of molecule present, we can just choose € =0, but including ¢
explicitly will allow us to discuss systems of molecules with different ground state energies (chemical
bond energies, rest masses, etc.)

One can also derive Eq. (72) from the canonical ensemble. Let the partition function without

the energy offset (i.e. €¢=0) be Zy and so (Fp) = _9nZo ond So(Ep) = (Bo) kpln Zy. Then with

EE T
the energy offset we get Z = Zpe™#N¢ and so (E) = fag’ﬁz = (Ep) + Ne. Then
S= <£T> +kpln Z = @ + % + kgln Zy — kpfBNe = @ + kgln Zp= SO(EO) = SO(E — NE) (73)

Thus using the canonical ensemble we again find that the entropy S with the offset has the
functional form as Sy without the offset; it is only the energy at which we evaluate S that changes.
This is in agreement with Eq. (72).

From the entropy, we can compute the chemical potential

_ (95 _ 3
w= <8N)E,V_kBTlnn)\ +e (74)

with A\ in Eq. (70), so that for an ideal gas with ground-state energy &

1 w—e
n= ﬁexp< T ) (75)
Thus if we were to change the zero-point energy offset ¢ — ¢ + Ae, we could compensate for this
by shifting u— pu+ Ae. In other words, the chemical potential is measured relative to the ground

state: only the difference u — e appears. This is just like how only potential energy differences are
physical, and why we call the chemical potential a potential.
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With the energy offset, we can refine our observation about the chemical potential being neg-

ative for a classical ideal gas. That observation held when the gas was dilute: n < %, with A the
thermal de Broglie wavelength. Now we see that a more precise statement is that for a classical
ideal gas, p — ¢ < 0, i.e. chemical potential is less than the ground state energy . Eq. (74),
i = kgT Inn)3 + ¢ says that the chemical potential gets two contributions: one from the density
and one from the energy. The density contribution is of entropic origin and depends on how many
molecules are in the system. The energetic contribution is due to the internal structure of the
molecule and independent of whatever else is going on. Equilibrium, where chemical potentials are
equal, comes from a balance between these two contributions. This should become clearer with
some examples.

For a monatomic gas that is not ideal, so there are other quadratic degrees of freedom such
as vibrational modes with a characteristic temperature. At large T the partition function with f,

vibrational modes is K
vV \V/2rm 3N 1\
__N
7= (NhB) ( E ) (gm,) 7

and (E) = 3+22f” NkgT as per the equipartition thoerem. Then

S:NkB[ vV 3 <47Tm(E—N5) 2 (E — Ne) +5+2fv

by Gy v )+f“1n(3+2f,U)th 5

adding in the ground state energy, this leads to

(TN p—e

2rmkgT
-

Or equivalently

N 3 T
=+ kBTln‘—/ — EkBTln kaBTlnf, 4o (79)

where Ty, :Z—: as in Section 4. Other quadratic degrees of freedom modify the chemical potential

in a similar way.

7.3 Chemical reactions

Chemical potentials are useful in situations where particles turn into other types of particles. When
there is more than one type of particle in the system (as there typically are when we consider
problems involving chemical potentials), we need a different p for each particle. So Eq. (56)
becomes

dE=TdS —PdV+> " udN; (80)

As a concrete example, consider the Haber process for the production of ammonia
3 HQ + N2 =2 NH3 (81)

Note that the number of each individual molecule is not conserved, but because the number of
hydrogen atoms and nitrogen atoms is conserved, the relative coefficients (3,1 and 2) in Eq. (81)
are fixed. In chemistry, the concentrations or molar number densities of molecule j are
denoted as [j] :Z—i, with n; :% and Ny=06 x 1023m;01 Avogadro’s number. In equilibrium, there
will be some relationship among the concentrations [Ho] of hydrogen, [Ny] for nitrogen and [NHj]
for ammonia that we can compute using chemical potentials.

First, we note the reaction Eq. (81) implies that if [No] goes down by one molecule, [Hz] must

go down by 3 molecules and [NHj3] must go up by 2 molecules. That is
d[Ho] =3d[Ns], d[NHjs]=—2d[Ny], (82)
As the concentrations change, at fixed volume and fixed total energy, the entropy changes as

ds= aﬁi] d[Ha) + a?i] dN] +%d[NH3] (83)
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Thus, using that d.S =0 in equilibrium, Eq. (82) and the definition of the chemical potentials as

as
Hi =g We find*

3MH2+ MN2:2:LLNH3 (84)

This constraint among the chemical potentials is a generalization of ;= u2 in equilibrium for two
systems that can exchange particles. Here there are 3 systems that can exchange particles.
Now, from Eq. (75) we know how to relate the number of particles to the chemical potential
for a monatomic ideal gas:
1 EX — UX

X]=— —_— 85

(X = penp| -2 (55)
where ex is the ground state energy for molecule X. To get the u’s to drop out, we can take the
ratio of concentrations to appropriate powers:

NHs2 A3 2eNH. — 3eH, — € 2 — 3, —
[1[12]3[31112] ~ f?leNz Xexp[— = ICBJ{{2 = P - kBl%Hz - (86)
3

=1

The second exponential is just 1 because of Eq. (84), which is why we chose the powers of [Ha)
and [NHs| that we did on the left hand side. The = means that we are approximating everything
as monatomic ideal gases (not a great approximation but it’s a start)

The sum of energies is just the net energy change in the reaction, Ae. For the Haber process,

which is exothermic, Ae =—-92.4 I:_gl So

NHs]?  AfAR Ae . .
[IEIQ]?’[iﬂIQ] ~ féHM cxp[ kBT} (assuming monatomic gases) (87)
3

This is special case (for monatomic ideal gases) of the law of mass action. It says that the rela-
tive concentrations of reacting molecules in equilibrium are determined by the Boltzmann factor
dependent on the change in energy associated with the reaction. This formula arises from a balance
between entropic contributions to the chemical potentials on both sides (though their number
densities) and energetic contributions (in the exponential factor).

We have written explicitly the reminder that this formula assumes that the reactants and
products are monatomic gases. This is not a bad assumption in some cases. More generally though,
for chemicals reacting, we will need to add corrections to the right hand side. These corrections
will be included in the next lecture, where the law of mass action is derived in full.

7.4 Example: matter antimatter asymmetry (optional)

For another example, consider the process of a proton-antiproton annihilation. Antiprotons p~
are anti-particles of protons. They have the same mass as protons but opposite electric charge.
Protons and anti-protons can annihilate into photons

pT+p =v+7 (88)

The reverse reaction is photons converting into proton-antiproton pairs. These annihilations and
conversions happen constantly when the temperature is well above the threshold energy for pair
production

kgT > e=2m,c* =2 GeV (89)

We don’t care so much about the details of why or how this process occurs, just that it does occur.
This threshold temperature is around 2 x 10'® K. So in most systems of physical interest (stars,
your body, etc.) this doesn’t happen. It did happen however, in the early universe, until 0.01
seconds after the big bang.

4. Technically speaking, you need a conserved total N to define the chemical potential. Because the numbers of
atoms are conserved, there are chemical potentials pg and pn for them. So what we are doing implicitly above is
defining the chemical potentials for the molecules in terms of the atomic chemical potentials pm, =2pg, pN,=21N
and unH, = pN + 3pg from which Eq. (84) follows.
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Note that while the above reaction conserves the number of protons minus the number of
antiprotons, it does not conserve the number of photons. Indeed, other reactions can easily change
photon number, such as

yte =se +y+7y (90)

A more down-to-earth example is the light in your room — photons are constantly being produced
in the lightbulbs. Eq. (90) implies that

oy F fhe= = He—F 241y (91)
In other words, that

py=0 (92)

This is a general property of particles that are not associated with any conserved quantity: their
chemical potential vanishes. Then the reaction in Eq. (88) gives

In addition, it is natural to suppose that all the protons and antiprotons came from processes like
v+ ~y— pT+ p~ that produce or remove the same number of protons and antiprotons. This would
make the proton/antiproton concentrations equal®, and their chemical potentials equal too (and
hence p,+ = p,~ =0 by Eq. (93)).

Now, the energy change in the reaction v + v — p™ + p~ is Ae = 2myc?® Thus, as in
Eq. (87), using T'= 3K (the temperature of outer space), and treating protons and antiprotons
as monatomic ideal gases (an excellent approximation in fact) with a a thermal wavelength

)\:ézlnm, we find
V2rmkg(3K)

2

Ae 3/2 mpc?
-] = [p] :%e—TBT _ <27Tm;: k:BT> / ¢ BT — 4 % 10—843112945335%%0 (94)
So this first pass calculation says there shouldn’t be any protons or antiprotons around at all!
To refine our calculation, it’s important to note that we used equilibrium physics, but since
the universe is expanding, equilibrium is not always a good approximation. At some point as the
universe expands and cools, the protons and antiprotons become so dilute that they cannot find
each other to annihilate. This is called “freeze-out”. The freeze-out temperature is set by when
the rate for p*p~ — 77 is equal to the expansion rate of the universe. The rate for pTp~ — vy
depends on the proton’s scattering cross section, which is approximately its cross-sectional area
JNmL%, the number density [p*] and the velocity, which we can take to be given by the Maxwell-

Boltzmann average (%mp172> :%kBT. Putting these factors together, the annihilation rate (events

per unit time) is:
~met 3T

— _ 3/2, " FpT
Dannihilate = now = (2rmy, kgT)3/%e 5T H;% m (95)
The expansion rate requires some general relativity. The result is
kBT?
Fexpamsion: ]@Pl (96)

where Mp, = GX,UQ = 10'? GeV is Planck’s constant. Setting these equal results in a freezeout
temperature

Ty=2.4x 101K (97)

At this temperature, the proton concentration is not so small:

2

3/2 _mpc
[p+] — [p—] ~ (M) e *BTf — 1023# (98)

h

5. Actually, in any unitary quantum field theory the equilibrium concentrations of particles and antiparticles
must be the same. This follows from an unbreakable symmetry known as CPT invariance that combines switching
particles and antiparticles (C'), flipping the particles spins (P) and time-reversal invariance (T).
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However, as the universe continues to expand from Ty down to 3K its size scales with temperature
so the proton number density gets diluted down to
oy (3K “10 1
[pt]=[p =10 W(Tf) =1.68x 10 —3 (99)
This is the honest-to-goodness prediction of cosmology for the density of protons left over from
the big bang.

Unfortunately, the prediction [p*] = 10_10# is in stark disagreement with data: the average
number density of protons in the universe is actually [p*] = 0.26#. This is a problem. In fact, this
is one of the great unsolved problems in fundamental physics, called the mystery of baryogenesis
or the matter-antimatter asymmetry.

One possible solution is to set the initial conditions so that [p*] # [p~] to start with. Once
these are set, if all the processes are symmetric in p* and p~ then [p*] # [p~] will persist. Note
however, that the universe is currently 102® m wide, and growing. There are 10%° more protons
than antiprotons in the observable universe today. When the universe is only 10~3°m across, this
would correspond to a shocking number density of 10185#. So it would be a little strange to set
this enormous asymmetry in the early universe. Moreover, the current cosmological model involves
inflation, which produces exponential growth at early times, so whatever initial asymmetry we set
would be completely washed away when inflation ends. In other words, it’s possible, but would be
very unsettling, to solve the baryogenesis problem by tuning the initial conditions.

Another option is to start off symmetric but have processes that are not symmetric between
particles and antiparticles. In turns out in the Standard Model of particle physics, there are none:
for every way of producing an electron or proton, there is also a way of producing a positron or
antiproton with exactly the same rate. In fact, this equality is guaranteed by symmetries (lepton
number and baryon number). Moreover, if you made a modification so that the symmetries were
violated, then effectively protons could turn into antiprotons. Thus, since protons and antiprotons
have the same mass (and value of ¢) their chemical potentials would push them towards the same
concentrations, which by Eq. (94) is zero. The story is again a little more complicated, since there
is inflation, and reheating and the expansion of the universe is not quite quasi-static, and there
is actually a super-tiny violation of the symmetry between protons and antiprotons within the
Standard Model. Even when you include all these things, it doesn’t work, you still get no matter
out once the universe cools.

So we are stuck. Why is there so much matter in the universe? Why is there more matter than
antimatter? Nobody knows.-

8 Summary

In this lecture, the main conceptual tool in statistical mechanics was introduced: the ensemble.
An ensemble is an imaginary collection of systems with different microscopic arrangements and
the same fixed macroscopic properties. The properties we consider come in conjugate pairs (E,T),
(N, u) and (V, P), and the ensembles pick one variable from each pair to be independent. The
main ensembles are

e The microcanonical ensemble: N,V and E are fixed.

e The canonical ensemble: N, V and T are fixed.

e The grand canonical ensemble: V', T and the chemical potential y are fixed.
e The Gibbs ensemble (not used much): N, P and T are fixed.

Each ensemble has an natural object that can be used to extract dependent quantities. In the
microcanonical ensemble, the object is the number of microstates Q(N, V', E) or equivalently the
entropy S =kgln ). Then

1 08 S aS

T P=Tgy n="Tox
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A shortcut for all these relations is the differential relation
dE=TdS — PdV 4+ ndN (101)

In all the ensembles, we just have to imagine that the systems are connected to other systems
to maintain constant 7', P, u etc. The properties of the systems we calculate hold whether the
systems are actually in equilibrium with something else or not. The ensembles as conceptual tools
to calculate properties of systems based on known information, independent of their surroundings.

In the canonical ensemble, the natural object is the partition function Z(T,N,V)= Zke*ﬁEk
where the sum is over microstates k with Ej their energy. One should think of states in the
canonical ensemble as being in thermal equilibrium with something else, like a heat bath. So energy
can flow in and out. Since temperature is fixed, not energy, there are microstates included in the
canonical ensemble with different energies, and the energies can be arbitrarily large. The average
of the energies of all the microstates is

1 107 OlnZ
= — —BE - — =
&) Z; Bie = =705 9B (102)

This average (F') means two things: first, it means we average over all the possible microstates
k with all values of Ej, since E can fluctuate due to the thermal contact. Second, it means the
average over time of the energy of the actual microstate of the system in thermal contact with a
bath. The time average is the ensemble average, due to ergodicity. We can only ever measure the
time average, not the ensemble average, but we compute the ensemble average.

In the grand canonical ensemble, the number of particles is not fixed. For example, particles
might evaporate, or chemical reactions could occur. The chemical potential p is the conjugate
variable to N, like T is conjugate to E: two systems in equilibrium that can exchange IV have the
same p, just like two systems in equilibrium that can exchange E are at the same T'.

In the Gibbs ensemble, volume is not fixed, for example, a balloon with gas in it. When two
systems in equilibrium can exchange volume, they are at the same pressure. So P is conjugate to V.

The conjugate pairs are not exactly equivalent. Any individual microstate of a system can have
N,V and E well defined. The other properties, T, i, P and .S are not defined for a single microstate,
only for an ensemble. For example, if we have a gas and specify the positions and momenta of all
the molecules, it is a single point in phase space, with no entropy and no temperature. Entropy
and temperature are ensemble properties. Pressure is an ensemble property too. You might think
an isolated system has a pressure. But to measure the pressure, we need to see the force on the
walls of the box. This force is microscopically very irregular, so we must average over time to get
something sensible. This time average is the same as the ensemble average due to ergodicity. So
again we measure the time average but compute the ensemble average, just like temperature.
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